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Take home messages

 Ground-based infrastructures are important data providers for Earth
observations

 Changing from loose networks to highly managed institutional research
infrastructures

 Environmental research infrastructures work together (ENVRI cluster)
» Essential collaboration with remote sensing and modelling communities

* ENV research infrastructures provide sustainable e-infrastructure solutions to
support Open Science
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Towards policy/society-relevant research,
and operational products & services

OPEIMICUS

Europe’s eyes on Earth



« Facilities, resources and related services provided mainly for the scientific
community to conduct top-level research

* Highly coordinated and managed (own legal entities)
* Provide open access (on data and facilities)

* Long-term funding (not projects)

* Rls may be single-sited, distributed and/or virtual



Essential for Europe’s researchers to stay at the forefront of research development

Key component of Europe’s competitiveness in “frontier” research

Key Challenges:
» to overcome fragmentation in Europe
» to cope with increasing costs / complexity
» to improve the efficiency of (and access to) research services, incl. e-
infrastructures



ESFRI - European Strategy Forum on Research Infrastructures

e Launched in 2002
e A forum of Member States, Associated States, and European Commission
* The ESFRI Roadmap 2006, update 2008, 2010 (new roadmap in 2016)

* The ESFRI roadmap contains currently 48 projects

NOTE! ESFRI is not funding Rls

ESFRI gives the European label, Member States funds the construction
and operations




The ESFRI roadmap
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+ many in-situ Rl networks funded by EC




EUROPEAN ENVIRONMENTAL RESEARCH INFRASTRUCTURES

Designed as long-term entities to
meet the requirements of continuous
environmental observation;

Data acquisition

Quality control and
higher-level products

Comprise major scientific
equipment as well as knowledge-

Raw
Level 1
contammg resources such as
Level 2

collections, archives and thematic

Storage, visualization,
distribution data

Support access and services
within their data and Rl facilities.

Services, training

Have well developed e-

infrastructure componen
astructure component
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EPOS

EUROFEANPLATEORSERVINGSYSTEM

Advanced system for federated data and data mining
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From few dish radars to field of antennas (> 10 000)

- volume and storage challenge

EEEE -

) Quality control
and higher-level

Level 1 products

‘ Level 2 '

» Low-level data challenge: 20Tbs/s/site > 200 PB per day

» Connecting the data and operations of radar sites

e M - High-level data challenge (diverse science community, (|
request of keeping the data over 11 years solar cycles) ]
> huge storage challenge Servicestraining

a possible design of EISCAT 3D to be constructed 2015 ->>
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(Figures: EISCAT Scientific Association &
EISCAT_3D Preparatory Phase Project)

Mann, Haggstrém & EISCAT_3D project team, NelC 2015 Conference—
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E NVR' E N V R I http://www.envriplus.eu/

Environmental Rl cluster

Enable multidisciplinary scientists to access, study and correlate
data from multiple domains for system level research

by providing solutions and guidelines for the Rls common needs




‘ cae‘ Environmental Research

Infrastructures Providing Shared
E N V R I Solutions for Science and Society

Atmosphere Multi-Domain

EPS

EURDPEANPLATEOBSERVINGSYSTEM,




3. Access to Research Infrastructures

WP 10 - Governance for sustainable and
adjustable access to Ais

WP 11 - New Concepts and Tools for
Physical Access

2. Data for

Science

WP & - Reference model guided
Reasearch Infrastructure design
WP & —Inter - Reasearch
Infrastructure data identification
and atation services

WP 7 - Deta processing and
analysis

WP 8 — Data curation and
cataloguing

WP 9 - Service validation and _\'
deployment

1. Technical Innovations @

. WP 1 - New sensor technologies: innovation and serices
. WP 2 - Metrology, quality and harmonization
° WP 3 - Improving measurement networks: common technological
. solutions
% WP 4 - loint operations across the Reasearch Infrastructure
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4. Societal Relevance and
Understanding

WP12 - A Framework for Emaronmental Literacy
WP13 - Developing an Ethical Framework for
Reasearch Infrastructures

WP14 - Gitizen Observatones and Parbopative
Science
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/_/ E 5. Knowledge

transfer

WP15 - Training, e-Learning
and courses
WP16 - Staff Exchange

<D

6. Communication and

Dissemination

WP17 — Coordination of Reasearch
Infrastructure communication, development -
and implementation of the ENVRI Strategy -
WP18 - Dissemination, Lisison and
Collaboration -

5.
[



Environmental Research

N | | Infrastructures Providing Shared
E N V R I Solutions for Science and Society

Coordinator Werner Kutsch, ICOS,
co-coordinator Paolo Laj, ACTRIS Training

Societal

Technology

15 M € budget

Access

Project duration 2015 - 2019

4 Domains (Atmosphere, Biosphere, Marine,
Solid Earth)

BEERI - Board of European Environmental Research Infrastructures

Open Research Infrastructure Community platform



coopEUS

Solid Earth




Aerosols, Clouds, Trace Gases Research Infrastructure

ACTRIS

Observation for Climate and Air Quality, A Three-way Street:
Satellites provide context, Ground-based provides details, & Models complete the picture

Ground-based Satellites

CURRENT STATE
* Initial Conditions
* Assimilation

frequent, global snapshots;
aerosol amount & aerosol type maps,
plume & layer heights

4D targeted chemical &
microphysical detail point-location
time series

MODEL VALIDATION
 Parameterizations

* Climate Sensitivity

* Underlying mechanisms

Models

space-time interpolation,
calculation and prediction




1ICOS ‘ e Carbon and GHG observations

OBSERVATION
SYSTEM

Ground based remote sensing:
) Permanent monitoring
Aircraft:

. ) Good accuracy -
Vertical sampling Satellite calibration V4

High accuracy N
Multispecies -~
/ N T~

Satellite remote sensing:

Masts, Tall towers: Vertical column, Global coverage
Permanent Poor - good accuracy
monitoring -

High accuracy
Multispecies

FTIR
TCCON GOSAT

Eddy covariance:

“Direct” 0CO-2
melasurement of MERLIN (CH4)
ocal fluxes

N

[courtesy J.D. Paris]



Environmental Research

N Infrastructures Providing Shared
E N V R I Solutions for Science and Society

« EPOS has a community involved in integrating satellite data observations for solid Earth
science, e.g. ESA collaboration in EPOS Implementation Project and on ESA
exploitation platform

 EISCAT data are important for ionospheric and magnetospheric spacecraft missions,
EISCAT contributes to space weather studies to provide input to increase the validity of
space weather models

 Marine Rls provides ground-based information on ocean observations

« Terrestrial ecosystem Rls, such as ANAEE, LTER and LifeWATCH contributions to land
observations



How the collaboration among ground-based research
infrastructures contributes to the open science?



User requirements for open science

* open, fair and transparent access to large volumes of high-quality data

« easy to combine/merge large volumes of complex data from various
data sources and disciplines

« availability of open analysis tools, computing facilities/services
* easy to reach user support services

* provision of data storage for user’s data results (data management
plans, reproducibility)



Data provision requirements

« attribution and traceability (single data provider)

» coordinated data management (Rl level)

 metadata and workflow descriptions (Rl level)

» common reference model / agreed framework (RI cluster level)
* brokering systems for federated data (RI cluster level)



Open Science requires institutiona

framework (cores)

Attribute

Network

Research Infrastructure

Science / content

scientists, creators, inventors

scientists, managers, directors,
delegated

Design flexibility

flexible, creative

fixed, baselined

Fabricated by

in-house craftwork, "make"

industrial approach, "buy"

Team

Governance

Sustainability

Connection to user communities

ors, accountants,

|ders/owners)

Project process

internal

iterative

Success defined by

scientists, creators, inventors,
peers

scientists, managers, reviewers,
sponsors, peers

Funding

short-term, project-based

long-term, member states,
business model with financial
plan




New data acquisition systems
+ data management
OPENING UP THE EO RESEARCH PROCESS

Virtual Research Environments CITIZENS Virtual Research Environments
. . SCIENCE H
(computing services + remote PR OPEN SOURCE (internal and external tools)
. o (TEP, DATA MINING) TOOLBOXES
access, collaboration with e-

infrastructures, e.g. clouds)

ON-LINE VIRTUAL

ON-LINE COURSES
LABORATORIES

AND TUTORIALS User training

PUBLICATION
OPEN ACCESS

PUBLICATIONS

DATA GATHERING

OPEN DATA ACCESS
& DOCUMENTATION
CONCEPTUALISATION

EO RESEARCH CYCLE publications

Rl data provision
data portals,
brokering systems

Work on common data
citations and data

ALTERNATIVE
SCIENCE OUTREACH
. SCIENCE COLLABORATIVE Rls to offer novel career
Professional outreach + BLOGS/FORUMS LIBRARIES

. athways
community engagement P y

activities EO SCIENCE 2.0



Environmental Research

Infrastructures Providing Shared
E N V R I Solutions for Science and Society

ENVRIplus Coordination Office envriplus-coordination@helsinki.fi

Find ENVRIplus on:
 Twitter - @ENVRIplus
 Facebook page — ENVRIplus
* LinkedIn Group — ENVRIplus

Website: www.envriplus.eu
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observations — experiments - models
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ENVRI Reference Model

Open Distributed Processing (ODP), ISO/IEC standard
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Building blocks of the interoperability

Knowledge transfer
Community building

Cultural
capital

Human
capital
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